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1
QUERY EXPANSION FOR WEB SEARCH

BACKGROUND

Traditional models for information retrieval (IR), such as
the Vector Space Model and Language Models for IR, for
example, tend to be based on term matching. More particu-
larly, such models identify information in response to a query
by calculating the relevance of a document with respect to the
query based on the terms and/or words shared by the query
and the document. However, since the user who submits the
query and the author(s) of the document often use different
terms and/or words to describe the same or similar concepts,
various IR methods may suffer from term mismatch. That is,
documents that are otherwise responsive to the query may not
be identified due to differences in expression, including typo-
graphical errors, the use of acronyms and/or synonyms, etc.
As a result, because one or more documents and a query are
relevant but do not share any term, documents that are rel-
evant and responsive to the submitted query may not be
returned to the user.

Term mismatch may also occur in web search. For
instance, there may be tens, if not hundreds, of different
queries that represent a single search intent, such as “things to
do in New York.” Accordingly, a particular query entered by
the user may return some, but not all, of the documents
relating to this search intent. Query expansion, by expanding
the scope of a search by adding terms to a query, may be
effective for conventional IR methods. Since various IR
methods retrieve documents containing any one of the query
terms, adding new terms to a query may result in additional
documents being retrieved. However, in web search, adding
terms to a search query may cause a search engine to only
return documents or websites that contain each of the terms
included in the query. Therefore, query expansion in the con-
text of web search may actually cause the search engine to
retrieve fewer documents, which would not improve the rel-
evance of the search results.

SUMMARY

Described herein are techniques for generating search
results based on a search query and one or more similar search
queries. More particularly, described herein is a system that
receives a search query as a request for information. More-
over, one or more queries similar to the search query may be
identified in a repository and/or calculated based at least in
part on a plurality of click-through data. Information (i.e.,
search results) associated with the search query and each of
the similar queries may be retrieved and ranked. Further, the
search results may be combined and re-ranked according to a
ranking model or based on a relevance of each search result to
the search query. Following the re-ranking, the combined and
re-ranked search results may then be output to a user that
submitted the query.

This Summary is provided to introduce a selection of con-
cepts in a simplified form that is further described below in
the Detailed Description. This Summary is not intended to
identify key features or essential features of the claimed sub-
ject matter, nor is it intended to be used to limit the scope of
the claimed subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS

The detailed description is set forth with reference to the
accompanying figures, in which the left-most digit of a ref-
erence number identifies the figure in which the reference
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number first appears. The use of the same reference numbers
in the same or different figures indicates similar or identical
items or features.

FIG. 1 illustrates a diagram showing a system for returning
search results based on a search query and one or more similar
queries, in accordance with various embodiments.

FIG. 2 illustrates a diagram showing a model for re-ranking
search results in response to a search query and one or more
similar queries, in accordance with various embodiments.

FIG. 3 illustrates a flowchart showing an illustrative pro-
cess to provide search results based on a search query and one
or more similar queries.

FIG. 4 illustrates a flowchart showing an illustrative pro-
cess to determine one or more similar queries based on a
search query.

FIG. 5 is a block diagram that illustrates a representative
computing device that may implement the query expansion
methods described herein, in accordance with various
embodiments.

DETAILED DESCRIPTION

Described herein are systems and/or techniques to provide
a query expansion approach to avoiding possible term mis-
match that may occur during a web search and ultimately
limit comprehensiveness of search results. As mentioned pre-
viously, term mismatch occurs when a web document and a
search query are relevant but do not share any term. As a
result, documents that are relevant and otherwise responsive
to a particular query may not be returned to a user. This is
because different expressions can represent the same concept
and the same expression can represent many different con-
cepts. For instance, if the user includes the term “NYC” in a
search query while a document instead uses the term “New
York City”, then this document may not be retrieved or ranked
highly in the search system because the search query and this
document do not share common terms. That is, if one of the
terms is used in the search query and the other term is used in
the web document, then a mismatch may occur. However,
since the term “NYC” is an acronym for “New York City”,
this document would likely be of interest to the user. For the
purposes of this discussion, “query” and “search query” may
be used interchangeably and may refer to one or more terms,
words, characters, and/or numbers used to search for infor-
mation.

As shown in the example above, the authors of documents
and the users of web search may often use different terms to
describe the same, or similar, concepts. The application of
query expansion to conventional information retrieval (IR)
methods may address term mismatch. In conventional IR, a
query may be adjusted by adding new terms to the query. As
a result, a search utilizing the expanded query (i.e., query
expansion) may cause additional documents to be returned to
auser. More particularly, because conventional IR adopts the
“OR” logic, IR methods may return documents that contain
any one of the terms included in the query. For instance, a
query including the terms “NYC” and “New York City”
would likely return documents that also include “NYC” or
“New York City” somewhere in the document. Therefore, by
adding new terms to the query, conventional IR methods may
retrieve more documents and, thus, cope with term mismatch
by increasing the number of documents that are returned.

On the other hand, modern web search engines often index
a large number of web documents and responds to a large
number of search requests in a short time. Accordingly, web
search engines frequently adopt the “AND” logic to interpret
queries when retrieving web documents. That is, only those
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web documents that include each of the terms in the search
query would be returned to a user. Moreover, even if web
documents that did not include each of these terms were also
returned, the web documents that included each of the query
terms would likely be returned first. Therefore, a straightfor-
ward application of conventional query expansion methods to
web search would likely cause a search engine to retrieve and
return fewer documents. Further, web documents that are
relevant to the query but did not include each of the query
terms may not be returned to the user. Consequently, web
documents that may be of interest to the user would not be
returned, which may result in a diminished accuracy of the
web search methods described above. For the purposes of this
discussion, web documents may include any information that
may be retrieved over the Internet, however, documents may
be retrieved from any repository of documents, electronic
mail, or other data.

As stated above, adding new terms to a search query may
not improve the accuracy and relevancy associated with a web
search. However, in one embodiment, instead of adding new
terms to a search query, one or more additional queries that
are similar to the original query may be issued. By issuing
additional queries having similar search intents, a search
engine may return relevant web documents that are not
responsive to the original query and, therefore, would not
have otherwise been returned. In particular, as the similar
queries may contain semantically similar, but different,
expressions, the relevant while mismatched documents that
may not be returned by the original query may be retrieved in
response to the similar queries. In various embodiments, a
similar query repository that stores the similar queries may be
created based at least in part on click-through data. Further-
more, the additional queries may be considered similar to the
original query if the queries have similar search intents.

When a search query is received, the system described
herein may identify queries similar to the original search
query and both the original search query and its similar que-
ries may be searched. Subsequently, results responsive to the
original search query and the similar queries may be ranked
and then combined. With the addition of the similar queries,
the set of search results may be more diverse and contain more
relevant web documents. Furthermore, since the search
results are retrieved by different queries, the combined search
results may then be re-ranked with a re-ranking model. Re-
ranking the combined search results may identify which web
documents are more and/or less relevant in view of the origi-
nal query.

Various examples of query expansion techniques, in accor-
dance with the embodiments, are described below with ref-
erence to FIGS. 1-5.

FIG. 1 illustrates a diagram representing a system 100 for
providing relevant documents in response a search query.
More particularly, the system 100 may include a user 102, an
online module 106, and an offline module 108. For the pur-
poses of this discussion, the user 102 may be any individual at
a computing device 104, as shown in additional detail in FIG.
5. In various embodiments, the online module 106 may
include a similar query finder 110, a retrieval interface 112,
and a re-ranker 114. Furthermore, the offline module 108 may
include a similar query repository 116, a query similarity
calculator 118, click-through data 120, and an index 122. In
one embodiment, the online module 106 may receive user
queries and present retrieval results to the user 102 while the
offline module 108 is directed to the offline processing of
various click-through data 120 and creating a repository 116
of queries that are similar to the received user queries. Addi-
tionally, the online module 106 and/or the offline module 108
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may implemented on or across one or more computing
devices 104, servers, or other storage mechanisms known in
the art.

In an example embodiment, the user 102 may want to
identify information of interest to the user 102. For example,
the user 102 may be traveling to New York and may want to
locate information relating to things to do in New York.
Accordingly, the user 102 may submit a search query 124 to
the similar query finder 110 of the online module 106. The
search query 124 may include any term(s) desired by the user
104, such as “New York”. In this embodiment, the online
module 106 may receive the search query 124 as input and the
similar query finder 110 may determine whether there are any
additional queries (i.e., similar queries 126) that are different
but similar to the search query 124. More particularly, the
similar query finder 110 may determine whether any similar
queries 126 are stored in the similar query repository 116. If
s0, the similar queries 126 may be retrieved from the similar
query repository 116 and transmitted to the similar query
finder 110.

In various embodiments, the similar queries 126 may be
generated using any technique known in the art. For example,
the query similarity calculator 118 may, given a set of click-
through data 120, compute the similar queries 126 for some or
all of the search queries 124 associated with the click-through
data 120. In these embodiments, the similar queries 126 may
be calculated based at least in part on the click-through data
120. Once the similar queries 126 are computed by the query
similarity calculator 118, the similar queries 126 may be
stored in the similar query repository 116. That is, after the
similar queries 126 have been computed, the similar queries
126 may be merged and stored in the similar query repository
116 for future use. Therefore, given a new search query 124,
queries (i.e., similar queries 126) similar to the new search
query 124 may be identified in and retrieved from the similar
query repository 116 without having to calculate additional
similar queries 126. As a result, the click-through data 120
can but need not be searched again.

In various embodiments, the click-through data 120 may
correspond to URLs that are both retrieved and selected by a
user in response to a search query 124. For instance, over time
the system 100 may receive multiple search queries 124 and,
for each of the search queries 124, provide URLs that may be
relevant and/or responsive to the search queries 124. Upon
receiving the URLs, the user 102 may decide whether to
select each URL. Ifa user selects a particular URL, that URL
may be deemed to be responsive and/or relevant to the corre-
sponding search query 124. Therefore, the click-through data
120 may be determined by recording the number of clicks/
selections on the URLs for each of the search queries 124
searched at the system 100. Moreover, the click-through data
120 may represent implicit feedback from the user 102 and,
therefore, may be useful for determining which additional
queries are similar to a particular search query 124. Accord-
ingly, since query similarity is calculated on the basis of
selections (clicks) by web search users, such as the user 102,
queries with different representations but similar search
intents may be considered as similar. For example, “aircraft”
and “airplane” refer to the same concept but may be repre-
sented by different terms. As a result, if one of these terms was
the search query 124, the other term may constitute a simi-
larly query 126.

In various embodiments, once the similar queries 126 are
identified by the similarity query finder 110 and/or the query
similarity calculator 118, the search query 124 and the similar
queries 126 may be issued to the retrieval interface 112. For
each of the search query 124 and the one or more similar
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queries 126, the retrieval interface 112 may retrieve a set of
matched documents (i.e., search results 128) from the index
122 and rank them according to a basic ranking model. In this
embodiment, the index 122 may store web documents, URLs,
and/or other information that may be responsive to any search
query 124 or similar query 126. Moreover, the basic ranking
model may rank the web documents within the search results
128 based on their respective relevancy and/or responsive-
ness to the search query 124 and/or the similar queries 126.

That is, as shown in FIG. 1, the search query 124 and the
similar queries 126 may be transmitted to the retrieval inter-
face 112, which may then access the index 122 for the purpose
of identifying information relevant and/or responsive to the
search query 124 and each of the similar queries 126. Subse-
quently, the index 122 may identify the search results 128
(i.e., web documents, URLs, etc.) that are relevant and/or
responsive to the search query 124 and each of the similar
queries 126. The search results 128 may include information
responsive to the search query 124 and information respon-
sive to each of the similar queries 126. The search results 128
may then be transmitted back to the retrieval interface 112.
Once the search results 128 are retrieved by the retrieval
interface 112, the retrieval interface 112 may then send the
search results 128 to the re-ranker 114. In this embodiment,
the re-ranker 114 may receive and combine the search results
128 associated with the search query 124 and each of the
similar queries 126. Once the search results 128 are com-
bined, the re-ranker 114 may re-rank the search results 128
according to their respective relevancy and/or responsiveness
to the search query 124. The combined and re-ranked search
results 130 may then be presented to the user 102 in any
manner known in the art.

Accordingly, the re-ranked search results 130 received by
the user 102 may be relevant and/or responsive to the search
query 124 initially submitted by the user 102. Further,
because the re-ranked search results 130 were identified
based on both the search query 124 and the similar queries
126, the mismatched and relevant web documents that would
not have been identified solely in response to the submitted
search query 124 may be retrieved and ranked in the re-ranked
search results 130. As a result, the user 102 will receive
additional web documents that are likely to be of interest to
the user 102.

In various embodiments, and as mentioned previously, the
query similarity calculator 118 may calculate similarities
between the search query 124 and other search queries. It is
contemplated that the query similarity calculator 118 may
employ any method to identify and/or compute the similar
queries 126. For instance, as shown in FIG. 1, the query
similarity calculator 118 may use the click-through data 120.

In various embodiments, the click-through data 120 may
include four tuples (q, r, u, ¢), where q denotes a search query
124 submitted to the system 100, u denotes URLs responsive
to that search query 124, r denotes ranking of URLs, and ¢
represents user clicks on the URLs. For instance, assume for
the sake of this discussion that the user 102 submitted the
search query 124 “New York.” In response to submitting this
search query 124, the system 100 may generate a ranked list
of URLSs that may be responsive and/or relevant to the search
query 124 “New York.” Once the URLSs are displayed to the
user 102, the user 102 may elect to select one, some, all, or
none of the listed URLs. Based on the URLSs that are selected
by the user 102, the system 100 may determine the click-
through data 120 for the search queries 124 submitted to the
system 100. In various embodiments, each time a search is
conducted at the system 100, the click-through data 120 may
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be recorded. Accordingly, as the number of search queries
124 increase, the amount of click-through data 120 may also
increase.

The click-through data 120 may be an accurate measure of
which URLs are actually relevant to a submitted search query
124. For instance, it is contemplated that upon returning a list
of ranked URLs to a user 102, the user 102 will likely not
select the URLs at random. On the contrary, the user 102 will
more likely select URLs that he/she believes are relevant to
the search query 124. Therefore, the URLs that are actually
selected by the user 102 may be an indication of information
that is relevant and/or responsive to a particular search query
124. That is, the click-through data 120 may represent
implicit feedback from the user 102.

In one embodiment, in order to calculate query similarity,
the search query 124 and the click-through data 120 may be
represented in a bipartite graph. A bipartite graph may corre-
spond to a graph whose vertices can be divided into two
disjoint sets such that every edge connects a vertex in the first
set to a vertex in the second set. For instance, assuming that
the bipartite graph had two disjoint sets of U and V, each edge
in the bipartite graph may connect a vertex in U to a vertex in
V. That is, U and V may be independent sets. In the bipartite
graph described above, search queries 124 and URLs identi-
fied in response to the search queries 124 may be nodes on
two sets and edges between the nodes in the two sets. More-
over, a weight may be associated with each edge that repre-
sents a total number of times that each URL is selected after
the corresponding search query 124 is issued.

More particularly, query similarity may be defined by
using co-selected URLs in the click-through bipartite graph.
In general, if two different search queries 124 have shared
URLs, then the two search queries 124 will likely be regarded
as being similar. In other words, assume that a first group of
URLs are identified in response to a first search query 124 and
that a second group of URLs are identified in response to a
second search query 124. If one or more of the URLs in the
first group are the same as the URLs in the second group, the
first search query 124 and the second search query 124 may be
considered similar. Moreover, since search queries 124 with
the same, or similar, search intent may tend to be linked to the
same set of URLs, defining query similarity between search
queries 124 based on shared URLs may also represent a
degree to which the search queries 124 have the same search
intent. For instance, there may be a higher likelihood that
search queries 124 having multiple shared URLs have the
same search intent as opposed to search queries in which
fewer URLs are shared.

In various embodiments, query similarity, which may be
denoted as s,(q,q'), may be calculated as a Pearson Correla-
tion Coefficient between the selected URLs of two different
search queries 124, as shown in Equation 1:

u ®

> wi—wi =)

i=1
\/i [ \/z (i =V
i=1 =1

In this embodiment, v, and v, may denote the number of clicks
on URL i by query q and query ¢, respectively. Moreover, u
and v may denote the average numbers of clicks of query q
and query ¢', respectively, and n may denote the total number
of clicked URLs by query q and query q'. Furthermore,
although the Pearson Correlation Coefficient is shown below,

solg, 4') =
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it is contemplated that any measure known in the art may be
used to determine query similarity.

In s, two search queries 124 may be considered similar if
they share a predetermined number of URLs in the click-
through bipartite graph. It is contemplated that the predeter-
mined number may be any number. These two search queries
124 may be regarded as similar because search queries 124
with the same search intent tend to be linked to the same set,
or asimilar set, of URLs. Further, utilizing the determined s,
a predetermined number of similar search query 124 pairs
may be mined from the click-through data 120. From these
search query 124 pairs, valuable information relating to query
expansion may be determined, such as, for example, spelling
error correction (e.g., “New York™ vs. “Nu York™), word
breaking (“iron-man” vs. “iron man”), stemming (e.g.,
“knives” vs. “knifes” and “knife”), synonyms (e.g., “aircraft
for sale” vs. “airplanes for sale), acronym expansion (e.g.,
“UCSD” vs. “University of California San Diego), etc. There-
fore, by identifying queries similar to the search query 124,
similar queries 126 that generate the same or similar search
results 128 may be identified and used to improve returning
relevant and responsive information to the user 102.

Accordingly, the query similarity calculator 118 may iden-
tify queries similar to the search query 124 and store the
similar queries 126 in the similar query repository 116. When
the system 100 receives a search query 124, the similar query
finder 110 may identify the similar queries 126 from the
similar query repository 116. The similar queries 126 may be
computed by the similarity query calculator 118 and may be
computed using the click-through data 120. As mentioned
previously, once identified by the similar query finder 110, the
search query 124 and the similar queries 126 may be issued to
the index 122 by way of the retrieval interface 112. In
response, the index 122 may identify one or more search
results 128 that are relevant and/or responsive to the search
query 124 and each of the similar queries 126.

Compared with convention query expansion techniques
(e.g., adding terms to a query), issuing multiple queries simi-
lar to an original submitted search query 124 may increase the
responsiveness and/or relevance of the corresponding search
results 128. For instance, the retrieved search results 128 not
only contain the web documents matched with the original
search query 124, but may also include the web documents
identified in response to each of the similar queries 126.
Moreover, the web documents resulting from the similar que-
ries 126 may include mismatched relevant documents that
may not have been returned solely in response to the origi-
nally submitted search query 124. In this embodiment, the
relevant mismatched documents may be included in the re-
ranked search results 130.

In addition, issuing multiple queries to a web search engine
may include minimal changes, if any, to the web search
engine. Since a web search engine is a complex system with
many components, implementing the “AND” logic in attempt
to address term mismatch may require significant changes to
the web search engine. For instance, any changes to the core
components, especially the to the document index, of the web
search engine may greatly impact the retrieval capabilities
and performance of the web search engine in terms of both
search relevance and response time. Therefore, by issuing
multiple queries to the web search engine, the core compo-
nents of the web search engine may remain unchanged. Fur-
thermore, the web search engine having the same core com-
ponents may return search results 128 to both the search query
124 and to each of the similar queries 126.

Further still, increasing the number of queries submitted to
a web search engine may also not modify the previously
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submitted search query 124. When adding terms to a search
query 124, the search query 124 may sometimes experience
query drift. That is, the search intent of the new search query
124 (i.e., the original search query 124 with the additional
terms) may be different from the original search intent. For
example, the search intent of the search query 124 “New
York” may be very different from the search intent of “New
York basketball.”” Moreover, although the search intent of the
similar queries 126 may be different than the search intent of
the original search query 124, it is contemplated that the
search results 128 of the original search query 124 is kept and
combined with the search results 128 associated with the
similar queries 126. Therefore, since the search results 128
for both the search query 124 and the similar queries 126 are
combined and re-ranked, query drift may be negligible.

In an example embodiment, once the search results 128
corresponding to the search query 124 and the similar queries
126 have been identified, the multiple search results 128 may
be combined and duplicate URLs may be removed. The com-
bined search results 128 may then be re-ranked. More par-
ticularly, the combined search results 128 may be re-ranked
based on relevance and/or responsiveness to the original
search query 124. Moreover, the combined search results 128
may also be re-ranked utilizing a re-ranking model, such as a
linear combination model, for example.

In one embodiment, given a user query q (i.e., the search
query 124) and a retrieved document d, the re-ranking model
f(q,d) may calculate the relevance of d with respect to q.
Further, assume for the sake of this discussion that N_ is a set
of queries similar to the user query q, and N, is the set of
documents that are retrieved in response to the similar queries
126. Further suppose that r(q,d) is a basic ranking function of
q and d, such as the ranking function utilized in a web search
engine. The re-ranking model may be defined as Equation 2:

fa.d=arg d+ > agasolg dsod drg.d) @
q'.d)eP

where s,(%,*)=0 may denote the document similarity func-
tion, where P={(q",d)I(q'eN,)A (d'eN ) (q'retrieved)} may
stand for a set of similar query-document pairs, and o, and
0O.,4+ may denote weights for combination associated with
the document pairs. If user query q does not have any similar
queries 126 available in the similar query repository 116, the
re-ranking model may degenerate to the basic ranking model
r(q,d).

The foregoing re-ranking model may also be illustrated in
FIG. 2, which illustrates a query space 202 and a document
space 204. The query space 202 may include user query q and
one or more similar queries q' (i.e., the similar queries 126). In
various embodiments, the re-ranking model may correspond
to the re-ranker 114, as illustrated in FIG. 1. Moreover, the
document space 204 may include retrieved document d and
similar document(s) d'. In addition, s(q, q') may represent
the similarities between query q and similar queries q', r(q, d)
may represent the documents d identified in response to query
q, r(q, d'") may represent the documents d identified in
response to similar queries d', and s ,(d, d') may represent the
combined documents d and d' identified in response to query
q and to each of similar queries ¢'.

FIG. 2 shows a re-ranking model that may address term
mismatch by using the similar queries 126 and web docu-
ments and/or other information retrieved by the similar que-
ries 126. More particularly, the re-ranking model may deter-
mine a ranking score of each search query 124, such as query
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q (i.e., the search query 124), and its corresponding retrieved
documents, such as document d, not only based on query q
and document d, but also based on similar queries N, (i.e., the
similar queries 126) and documents N . That is, if for some
reason a ranking score cannot be determined for query q and
document d, the ranking scores of their neighbors (e.g., simi-
lar queries N, and documents N,;) may be used to determine
the ranking score of query q and document d. For instance, as
shown in FIG. 2, the matching between q and d may also be
conducted from q to q', from q' to d', and then from d' to d. In
other words, whereas conventional ranking models use point
to point matching, the linear combination model described
herein instead may use subset to subset matching.

As an example, assuming that q is “NY” and d is a docu-
ment about “New York,” then the score between q and d by the
ranking model will likely be low. Moreover, if q' is “New
York,” and it is known that q and q' are similar, and r(q',d)
should have a relatively high ranking score, then r(q',d) may
be used to boost the ranking score of r(q,d).

In the linear combination model described above, the
weight o, may be determined in a variety of ways including,
for example, by utilizing uniform weights, heuristics weights,
and/or learning weights. As stated above, uniform weights
may be set (e.g., 1) to each o, . In this embodiment, the
re-ranking model may be expressed as shown in Equation 3:

fa dy=avrg. )+ Y solg. d)sp(d. drig,d). ®

@ .d)eP

With respect to the uniform weights, and as shown in FIG. 3,
the basic ranking scores r(q',d') may be weighted by the
product of query similarity and document similarity.

In other embodiments, heuristics weights may be utilized
to estimate the weights a(q',d') using the click-through data
120. That is, the click-through data 120 may be used as
supervision information to achieve a better weighting of the
basic ranking scores r(q',d"). More specifically, for each query
q;» a list of document preference pairs (d,*,d,”) may be gen-
erated from the click-through data 120, where d,* and d,”
indicate that document d,* is more preferred than d,”, with
respect to query g,. Moreover, {(q,,d,*,d,",N)},_;* may be
used to denote the set of preference pairs derived from the
whole set of click-through data 120, where M is the number of
preference pairs, and N, is the number of occurrence of pref-
erence pair (d,*,d,”) with respect to query q,. Therefore, uti-
lizing heuristic weights, the re-ranking model may be rewrit-
ten as shown in Equation 4:

fg. d) = cor(g. &) + “

> ai-sola, 9 1, d)sp(d, d) = r(gi, 4 )spld, 47,
igieNg

Moreover, the weight a, for preference pair (q,, d,*,d,”,N,)
may be calculated as shown in Equation 5:

Ni ®

@ =

N;
ajajeNg)n(spld.d} >0vsp(d.df)>0)

The weights o, may also be determined with a learning
method, such as by utilizing a Support Vector Machine
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(SVM). For the purposes of this discussion, a SVM may refer
to a set of related supervised learning methods that analyze
data and recognize patterns used for classification and regres-
sion analysis. In various embodiments, the SVM technique
may be employed to automatically learn the weights with
preference pairs as training data. Further, the optimization
problem as shown in Equation 6 may be solved in the follow-
ing manner:

L ©

argmin )" [1 = (£(gi» d) = f (@i, & ), + C-IIf (@, DI,
fladet =] k

Where [*]+=max(0,*) is the hinge loss function, C is a param-
eter, Hj is the Hilbert space defined by the kernel k, and N is
the number of preference pairs. Moreover, kernel k may be
defined as shown in Equation 7:

k(g.D)q,d")=r(q,d)sg(q.4")sp(d,d)r(q'd). M

Furthermore, it may be determined that k is a kernel func-
tion if s, and s, are positive semi-definite kernels. More
particularly, if k is a positive semi-definite kernel (i.e., s, and
s are positive semi-definite kernels), the solution to Equation
6 1s the following:

[g.d)= ®

6ilrqi, d )spd’, d) = rigi, d7 )sp(d; . d)]-sg(g. gi)r(g, d).

e

Moreover, the optimization problem shown above in Equa-
tion 5 may be solved by solving the dual problem described in
Equation 9 below:

M

argm;llel 6; —
iz

M ©)

1 1
= GOW(3, st 0<6; < —,

where W(i, j) may be defined in Equation 10:

30(q" ) [sp(di*, &I di )9, & )= pl &, 4 ) (s
4 d)=sp(dy, (g, dnq; 4 )+sp(d;,
M qpdi INgpd; )]

In various embodiments, an online search algorithm may
be utilized by the online module 106, as shown in FIG. 1, to
retrieve and re-rank the search results 128. For example, the
online search algorithm is described below:

Input: query q; parameter k.

Retrieve k queries Q' similar to q using s,(q,q").

For each q'eQ)’

Retrieve documents D' according to r(q',d").
Add the retrieved documents D' to D.

End For

Determine s,(d,d') for d,d'eD.

Determine a (uniform weighting or heuristic weighting).

Calculate f (q,d) for deD.

Output: ranked documents in D w.r.t. f(q,d).

As shown above, given query q, the algorithm may first find
the top k similar queries Q' from the similar query repository
116. Subsequently, document set D may be created by merg-
ing the search results 128 retrieved by query q and all q'eQ'".
The basic ranking scores r(q,d) between all of the retrieved
query-document pairs may also be returned. Then, the docu-

(10)
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ment similarities may be calculated, the combination param-
eters may be determined, and the final ranking scores f (q,d)
may be calculated. The retrieved documents may then be
ranked with the re-ranking model f(q,d) and returned to the
user 102.

Furthermore, the approaches described herein may also be
considered a weighted k-nearest-neighbor (KNN) model
applied to both the query space 202 and the document space
204, as shown in FIG. 2. For the purposes of this discussion,
a KNN algorithm may be considered a machine learning
method for classification and regression analysis. Specifi-
cally, given an instance, the KNN algorithm may determine
its label or value by making majority voting from its k nearest
neighboring instances in a metric space. Moreover, the voting
strategy in KNN may be represented by a linear combination
model and the weights of the linear combination may be
represented by a predetermined distance.

More particularly, the re-ranking model f(q,d) may include
two parts. The first part may be the direct matching score by
the basic ranking model r(q,d). Moreover, the second part
may be a linear combination of matching scores r(q',d")
between the similar queries 126 and documents, which may
actually be a KNN model over the query space 202 and the
document space 204, as illustrated in FIG. 2. Moreover, given
a query q and document d, the systems and/or methods
described herein may employ a KNN model for both of the
two spaces (e.g., the query space 202 and the document space
204). For instance, the system 100 of FIG. 1 may find the
similar queries N, and the similar documents N ;, calculate the
basic matching scores r(q',d') for q'eN, and d'eN,,, and con-
duct a weighted combination for r(q',d').

The systems and/or methods described herein may also be
considered as a weighted KNN model in some metric space,
which takes the query-document pairs as elements: (q,d)eQx
D, where Q and D denote the query space 202 and document
space 204, respectively. As shown in FIG. 2, given the simi-
larity functions s, and s,,, which may be respectively defined
upon query space Q and document space D, the techniques
described herein may actually find the nearest neighbors in
these two spaces according to s, and s,. Furthermore, the
matching between queries 124 and the corresponding docu-
ments may also be mapped into the query-document pair
space as an element. By further defining the similarity func-
tion upon QxD as s, »((q,d),(q,d))=s 5(q,9")s 5(d,d"), the re-
ranking model may be written as shown in Equation 11:

flg d)=avrig. )+ Y agansonla d, (¢, dyrg, ). D

@ .d)eP

That is, the re-ranking model may be a weighted KNN model
in QxD.

FIGS. 3 and 4 describe various example processes for
generating search results based at least in part on a search
query and one or more similar search queries. The example
processes are described in the context of the environment of
FIGS. 1 and 2, but are not limited to those environments. The
order in which the operations are described in each example
process is not intended to be construed as a limitation, and any
number of the described blocks can be combined in any order
and/or in parallel to implement each process. Moreover, the
blocks in the FIGS. 3 and 4 may be operations that can be
implemented in hardware, software, and a combination
thereof. In the context of software, the blocks represent com-
puter-executable instructions that, when executed by one or
more processors, cause one or more processors to perform the
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recited operations. Generally, the computer-executable
instructions may include routines, programs, objects, compo-
nents, data structures, and the like that cause the particular
functions to be performed or particular abstract data types to
be implemented.

FIG. 3 is a flowchart illustrating a process 300 of generat-
ing search results based on a search query and one or more
similar queries. More particularly, block 302 illustrates
receiving a query. In various embodiments the query may
correspond to search query 124 and the query may be sent
from user 102. Moreover, the query may be received by the
online module 106, and in particular, the similar query finder
110. The query may include one or more terms and may have
a search intent relating to identifying a particular type of
information. For instance, the query may include the term
“New York™ and, therefore, may be requesting information
about things to do in the city New York.

Block 304 illustrates identifying one or more similar que-
ries. In various embodiments, the one or more similar queries
may correspond to similar queries 126. Moreover, the similar
query finder 110 may identify the one or more similar queries
by locating them in the similar query repository 116. In addi-
tion, the one or more similar queries may be calculated by the
query similarity calculator 118 based at least in part on the
click-through data 120. How the one or more similar queries
are calculated is discussed in additional detail with respect to
FIGS. 1 and 4. Moreover, the one or more similar queries may
include terms that are similar to, but are different from, the
terms included in the query described above. Therefore, the
one or more similar queries may have a different search intent
than the previously submitted query.

Block 306 illustrates retrieving information corresponding
to the query and to the similar queries. In an example embodi-
ment, the similar query finder 110 may transmit the query and
the one or more similar queries to the retrieval interface 112,
as shown in FIG. 1. The retrieval interface 112 may then issue
the query and the one or more queries to the index 122, which
may store a plurality of information, such as, for example,
URLSs and/or web documents. In response, the retrieval inter-
face 112 may identify information that is responsive and/or
relevant to the query and to each of the one or more similar
queries. This information may correspond to the search
results 128, as illustrated in FIG. 1. For instance, if the query
and the one or more queries relate to “New York,” the search
results 128 may include information about things to do in
New York.

Block 308 illustrates ranking the information associated
with the query and the similar queries. As stated above, the
retrieval interface 112 may identify and/or retrieve informa-
tion responsive and/or relevant to the query and to each of'the
similar queries. In addition, the retrieval interface 112 may
rank the information based on their relevance to their respec-
tive query and/or similar query. That is, information corre-
sponding to the query may be ranked, information corre-
sponding to a first similar query may be ranked, information
corresponding to a second similar query may be ranked, and
so on. In various embodiments, the ranking may be performed
by a ranking model.

In other embodiments, the information (i.e., documents)
associated with the query and the similar queries need not be
ranked. Instead, relevance scores may be calculated for each
of the documents based at least in part on the queries that
retrieved those particular documents. The relevance scores
may correspond to a relevance and/or a responsiveness of the
retrieved documents to the queries associated with those
documents. For instance, documents that are more relevant
and/or responsive to a particular query may be ranked higher






