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TOPICS IN RELEVANCE RANKING MODEL 
FOR WEB SEARCH 

BACKGROUND 

In Web searches, a user Wants the most relevant results 
(e. g., a list of links ranked by relevance) returned in response 
to a query. Traditionally, relevance has been represented by 
conventional models such as BM25, language modeling for 
information retrieval, proximity modeling, and so forth. 

HoWever, results returned in response to a Web search that 
uses one of these conventional models are not alWays the most 
relevant. Even When the most relevant material is returned 
among a list of URLs, links are often not properly ranked by 
relevance. Any mechanism that can return more relevant 
results and/or ranks relevant results relative to one another 
according to relevance is valuable in Web search technology. 

SUMMARY 

This Summary is provided to introduce a selection of rep 
resentative concepts in a simpli?ed form that are further 
described beloW in the Detailed Description. This Summary 
is not intended to identify key features or essential features of 
the claimed subject matter, nor is it intended to be used in any 
Way that Would limit the scope of the claimed subject matter. 

Brie?y, various aspects of the subject matter described 
herein are directed toWards a technology by Which topics 
corresponding to Web pages are used in relevance ranking of 
those pages. In one aspect, topics are extracted from each Web 
page of a set of Web pages that correspond to a query. For 
example, text such as nouns may be extracted from the title, 
anchor texts and URL of a page, and used as the topics. 

The extracted topics for each page are used to compute a 
relevance score for that page based on an evaluation of that 
page’s topics against the query. The pages are then ranked 
relative to one another based on the relevance score computed 
for each page, such as by determining a matching level for 
each page, ranking pages by each level, and ranking pages 
Within each level. 

Other advantages may become apparent from the folloW 
ing detailed description When taken in conjunction With the 
draWings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The present invention is illustrated by Way of example and 
not limited in the accompanying ?gures in Which like refer 
ence numerals indicate similar elements and in Which: 

FIG. 1 is a block diagram representing example compo 
nents in a search environment including a mechanism for 
re-ranking pages based on topic-based relevance scores. 

FIG. 2 is a How diagram shoWing example steps taken to 
compute and re-rank pages based on topic-based relevance 
scores. 

FIG. 3 is a How diagram shoWing example steps taken by a 
learning algorithm used in training a topic-based relevance 
scoring method. 

FIG. 4 is a How diagram shoWing example steps taken by a 
prediction algorithm used in training a topic-based relevance 
scoring method 

FIG. 5 shoWs an illustrative example of a computing envi 
ronment into Which various aspects of the present invention 
may be incorporated. 

DETAILED DESCRIPTION 

Various aspects of the technology described herein are 
generally directed toWards using topics associated With a Web 
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2 
page as a Way of representing relevance. To this end, there is 
described a model referred to herein as “topic match.” In topic 
match, each Web page is associated With certain topics pre 
sented in the title, URL, anchor texts, body, tags; the rel 
evance of the page With respect to the query can be repre 
sented by the matching degree betWeen the query and the 
topics automatically extracted from the data of the page. 

While many of the examples described herein are directed 
toWards ?ve levels of matching, it is understood that any 
reasonable number of levels may be used. Further, in one 
simpli?ed example the topics are extracted only from the title, 
anchor and URL, hoWever it is understood that not all three 
need be used, or that additional and/or other topics may be 
used. As such, the present invention is not limited to any 
particular embodiments, aspects, concepts, structures, func 
tionalities or examples described herein. Rather, any of the 
embodiments, aspects, concepts, structures, functionalities or 
examples described herein are non-limiting, and the present 
invention may be used various Ways that provide bene?ts and 
advantages in computing are Web searching in general. 

Turning to FIG. 1, there is shoWn a general block diagram 
representing the extraction of topics from Web pages, and the 
use of topic matching to rank pages based in part on a topic 
dependent relevance score. To this end, When a user submits 
a query 102, a search engine 104 obtains a number of pages 
106. As described beloW, a topic-based relevance processing 
mechanism 108 re-ranks those pages, at least in part based on 
topic data, into a re-ranked set of pages 110. Note that the total 
number of input pages 106 that are further processed herein 
for topic-based relevance may be some limited number, e. g., 
the top N are further processed for relevance-based ranking or 
re-ranking. An alternative method is that the system can 
retrieve all results for re-ranking; hoWever this tends to have 
very loW ef?ciency. 

In general, for each page, a topic identi?cation mechanism 
112 extracts topics from that Web page’s title, anchor and 
URL. Topics are typically the noun phrases representing the 
subjects of a Web page, and may be found from the title, 
anchor texts, URL, tags assigned to the Web page, and queries 
associated With the Web page. Topics may also be found in the 
body of a page, particularly Within the main block of the page. 
Topics can be synonyms of each other; they can also be 
related terms. 

Thus, the topic identi?cation mechanism 112 attempts 
infer the topics of a Web page from some or all of the data 
sources of the page. Topic candidates may be selected across 
different data sources, majority or Weighted voting on the 
candidates may be used, and so forth to identify the most 
salient topics. Note that using the information from multiple 
data sources alloWs for incomplete input data, e.g., even if 
data from some sources is missing, the information from the 
other sources is still available. Further, inferred topics Will be 
more reliable, e.g., What are likely the important topics are 
boosted When they are identi?ed from multiple sources. Still 
further, results Will be more robust, e. g., even if one of the data 
sources is spammed, such as anchor texts, it is still possible to 
correctly identify the true topics of the page. 

In one example implementation, the title, anchor, and URL 
Were used for extracting the topics of Web pages. For 
example, a rule-based system may be used to extract a topic 
from the title of the Web page, and a top number (e.g., ?ve) 
anchor texts With the highest frequencies are extracted as 
topics; (if less than that number are present, all are used). For 
example, if the title (i.e., the text Within the title Within the 
HTML document) is “Homepage of X”, then “X” is taken as 
a topic. The system may also use the entire title as a topic. 
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The URL string may be segmented into Begin, Middle, and 
End parts in topic extraction. For example, the URL may be 
delineated by the slash symbol, such that Begin is the sub 
string betWeen “http://” and the ?rst slash, End is the sub 
string after the last slash, and Middle is the substring betWeen 
Begin and End. These parts are ordered as Begin, End, and 
Middle, With further segmenting of each part into Words, 
discarding stopWords (e.g., “edu”, “org”) and heuristically 
vieWing the obtained pseudo-text as a topic. 
By Way of example, if the URL is “http://en.abcdefg.org/ 

hijk/Data_mining”, then the topic “en abcdefg data mining 
hijk” is obtained. In this Way, to seven topics from a Web page 
may be identi?ed in this simpli?ed example. Note that some 
of the extracted topics might be synonyms With each other 
(e.g., “Microsoft”, “MS”, “Microsoft Corporation”); there 
may be vieWed as different topics, or alternatively merged in 
some Way (e.g., via a dictionary). 
The system also supports extracting topics from the body 

text of a Web page. For example, the system ?rst splits the 
body text sentence by sentence, and treats each sentence as a 
topic. Based upon experience, this helps improve the accu 
racy of relevance computation at the expense of (possibly 
very large) computation time. 

Given the topics of a Web page, further processing by the 
topic match mechanism 114 de?nes a degree of matching 
betWeen those topics and the query, Which is then used as a 
relevance score. To determine hoW Well the query matches 
With the topics of the page, the surface level agreement 
betWeen the query and topics may be evaluated. Because 
queries usually represent the topics of the pages for Which 
users search, the degree of the matching is a very strong 
indicator of relevance. 

FIG. 2 summarizes general example operations of topic 
matching, folloWing top extraction at step 202. Via steps 
204-209, the topic match mechanism 114 computes a rel 
evance score for each topic extracted from a page. To this end, 
the mechanism 114 encodes the query string and topic string 
as described beloW. The mechanism predicts the match level 
(With probability) betWeen the tWo strings by a modi?ed edit 
distance algorithm, also described beloW. 
A page’s relevance score is then applied via each topic’s 

match level and probability. Step 210 represents another 
operation performed by a page ordering mechanism 116 
(FIG. 1), namely combining the relevance score (computed 
by the topic match model) With other features (e. g. PageRank) 
to get a page’s ?nal score used in a ?nal ranking of the pages. 
In this manner, the topic match’s relevance determination 
may be combined With one or more traditional information 
retrieval methods to improve Web search relevance scoring. 

In one example implementation, there are ?ve levels (L0 
L4) of matching betWeen a query and a topic. The table beloW 
shoWs examples of ?ve such levels; (note that this table only 
shoWs one possible set of example level de?nitions; other 
level de?nitions and/ or the number of levels may be used): 

L0: Exact Topic string and query Query: computer science 
match string are exactly the department 

same. Topic: computer science 
department 

Ll: Partial Topic string partially Query: computer science 
match matches With query department 
(equivalent) string. They have the Topic: department of 

same meaning. computer science 
L2: Partial Topic string partially Query: computer science 
match matches With query Topic: computer science 
(relevant) string. The topic is department 

relevant to the query 
L3: Partial Topic string partially Query: computer science 
match matches With query Topic: computer sales 
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4 
-continued 

string. However, there 
is no or Weak 

relevance between 
them. 
Topic string does not 
match With query 
string. 

(irrelevant) 

L4: Non match Query: computer science 
Topic: World Wide Web 

For each level there is a conditional probability model 
P(L|QQT), Where L denotes a level and Q—>T denotes an 
event of generating topic T from query Q. Given a query and 
a topic, the conditional probability may be calculated for each 
level, selecting the level that has the largest probability as that 
of matching betWeen the query and the topic. 

argmLaxP(L| Q a T) : argmLaxP(L)P(Q e T | L) 

In ranking, the documents are ?rst ranked according to 
their levels, and Within each level, the documents are ranked 
by their probabilities at that level. 

If there are several topics extracted from a page, and each 
has one probability score match for each level, i.e., 
P(L|QQT), then any number of Ways may be used to combine 
the scores, e. g., by voting or linear combination. For example, 
if the title, anchors and URL are used as a basis for topic 
extraction, a linear combination may be used, e.g., the ?nal 
score S?n is calculated as: 

' url 

Where PttZ is the probability score from title, Pans that from the 
anchor, and PM that from the URL. Note that in this example, 
Pans is the largest probability score among the ?ve anchor 
probability scores. 
As mentioned above, a model referred to as modi?ed edit 

distance is used to model and solve the matching problem; 
that is, the topic match mechanism models the matching 
degree by means of a modi?ed Edit Distance algorithm. More 
particularly, in one example implementation of a topic match 
model, the conditional probability of generating a topic from 
a query is calculated for a given level by using an edit distance 
model; there is an edit distance model de?ned for each level 
of matching, namely, P(L|QQT). 

In order to use edit distance, the query and topic string are 
encoded. With respect to encoding, in one example imple 
mentation, When generating topic T from query Q, the posi 
tions, occurrences, orders of the Words in the topic and query 
string matter, rather than the particular contents of the Words. 
This signi?cantly reduces the complexity of the model. As a 
result, the mechanism 114 encodes the Words into tWo strings 
With characters. To this end, a set of characters S:{a . . . and 

a set of complementary characters s:{5, . . . , are used, 

along With tWo special characters: 4) and 6. Given a query 
string Q, the mechanism 114 represents the Words in it using 
the characters xeSU§:{a, . . . j, 5, . . . The characters a, 

b, . . . , j denote the ?rst, second, and tenth Words in the query 
string. If a Word in the query string does not exist in the topic 
string, then the mechanism 114 replaces its character a . . . j 
With the complementary character a, . . Here for simplicity, 
the model takes only the ?rst ten query Words for the compu 
tation. 

Given topic string T, if a Word in the topic string also exists 
in the query string, the corresponding characters a, b, . . . , j of 
the query string are used to denote it. If a Word in the topic 
string does not exist in the query string, then it is replaced With 














