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Outline of Tutorial

A Semantic Matching between Query and Docum

A Approaches to Semantic Matching

1. Matching by Query Reformulation
2. Matching with Term Dependency Model
3. Matching with Translation Model

4. Matching with Topic Model
5. Matching with Latent Space Model

A Summary




A Good Web Search Engine

A Must be good at
I Relevance
I Coverage
I Freshness
I Response time
I User interface

A Relevance is particularly important



Query Document Mismatch Challenge

Table 1.1: Examples of query document mismatch.

query document term semantic
match  match

seattle best hotel seattle best hotels partial  ves

pool schedule swimming pool schedule partial  ves
natural logarithm trans- logarithm transform partial  ves

form

china kong china hong kong partial  no

why are windows so ex- why are macs so expen- partial no

pensive

sive




Why Query Document Mismatch Happet

A Search is still mainly based on term level
matching

A Samentent can be represented by different
gueries(representations)

A Querydocument mismatch occursihen
searcherandauthor usedifferent terms
(representations) to describe threame concept



Same Search Intent
Different Query Representations

Table 1.2: Queries about “distance between sun and earth™

“how far” earth sun average distance from the earth to the sun
“how far” sun how far away is the sun from earth
average distance earth sun average distance from earth to sun

how far from earth to sun distance from earth to the sun

distance from sun to earth distance between earth and the sun

distance between earth & sun distance between earth and sun
how far earth is from the sun distance from the earth to the sun
distance between earth sun distance from the sun to the earth

distance of earth from sun distance tfrom the sun to earth
“how far” sun earth how far away is the sun from the earth
how far earth from sun distance between sun and earth

how far from earth is the sun how far from the earth to the sun
distance from sun to the earth 7




Same Search Intent
Different QueryRepresentations

Table 1.3: Queries about “Youtube™

yutube

ytube

youtubo
youtube om
youtube

youtub com
youtub

you tube

you tube videos
www youtube
yotube

ww youtube com
utube videos

u tube com

u tube

outube

yuotube

youtubr

youtuber

youtube music videos
youtube com

you tube music videos
you tube com yourtube
you tub

www you tube com
www youtube com
www you tube

www utube

utube com

utub

my tube

our tube

yuo tube

yu tube
youtubecom
youtube videos
youtube co

yout tube

your tube

you tube video clips
wwww youtube com
www youtube co
www utube com
www u tube

utube

u tube videos
toutube

toutube




Sematic Matching

Semantic Matching

Form Phrase Sense Topic  Structure

Term Matching

A Reason for mismatch: languagederstanding
by computer idhard, if not impossible

A A more realistic approactavoid understanding
andconductmatching

9



Aspects of Sematic Matching

A More aspects of thejuery anddocument can
match,morelikely the query andlocument are
relevant

I Fornt onecaA onecare

i Phrased K2 (EARZKR2 0 R2 3¢

I SenseNYA New York
I

I Topic Microsoft OfficeA Microsoft, PowerPoint
2 2 NRX 9EOSE X

I Structure how far is sun from eartd distance
between sun and earth



Semantic Matching in Search
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Query Understanding

Structure Identification

Topic Identification

Similar Query Finding

Phrase Identification

Spelling Error Correction

I.I.I.I.I

michael jordan berkele

main phrase: michael jordan
Structure

topic: machine learning. berkeley

Topic
similar query: michael 1. jordan

Sense
phrase: michael jordan
phrase: berkeley Phrase

query form: michael jordan berkeley
Term

12



Document Understanding

Title Structure
Identification

Topic Identification

Key Phrase
Identification

Phrase Identification

Homepage of Michael Jordan

Michael Jordan is Professor 1n the
Department of Electrical Engineering

main phrase in title: michael jordan
Structure

topic: machine learning. berkeley
Topic

Key phrase: michael jordan. professor.
electrical engineering Kev Phrase

phrase: michael jordan. professor.
department. electrical engineering]

Phrase

13



Query Document Matching

Relevance Ranking

Query
Representation

/T

Query form: michael jordan berkeley
Similar query: michael 1 jordan
Main phrase: michael jordan
Phrase: michael jordan. berkeley
Topic : machine learning

Query Document Pl Document

Representation

/N

Document: michael jordan homepage
Main phrase in title: michael jordan
Key phrase: michael jordan, berkeley
Phrase: michael jordan. professor.,
department of electrical engineering
Topic : machine learning. berkeley

14



Semantic Matching and Semantic Sear

Documents:
unstructured data
Query: unstructured data

2

W

e

Knowledge base:
structured data

Semantic Search

Qu Cry. unstruc tured data Documents:

unstiuctured data

Semantic Matching



Matching and Ranking

A In search, first matching and then ranking
A Matching results as features for ranking

| Mawhing______ Ranking___

Prediction Matching degree  Ranking a list of
betweenone query documents
and one document

Model "@NHY) "ANNQ RQ FE HQ })
Challenge Mismatch Correct ranking on
the top

16



Semantic Matching in Other Tasks

task types of texts relation between
texts
search A=query, relevance

question answering

cross-language IR

short text conversation
similar document detection
online advertising

paraphrasing

textual entailment

B=document
A=question,
B=answer
A=query,
B=document
(in diff. lang.)
A=text, B=text

A=text, B=text
A=query, B=ads.
A =sentence,
B=sentence

A =sentence,
B=sentence

answer to ques-
tion

relevance

message and com-
ment

similarity
relevance as ads.

equivalence

entailment

17



Learning to Match
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o I

Challenges

Howto leverage relations in datand prior
Knowledge

Howto scale up

Howto deal with tall



Approaches tcicemantic Matching
BetweenQuery and Document

AMatchingby Query Reformulation
AMatchingwith Term Dependencilodel
AMatchingwith Translation Model
AMatchingwith Topic Model
AMatching with LatenBpaceviodel



Outline of Tutorial

A Semantic Matching between Query and Docum

A Approaches to Semantic Matching

1. Matching by Query Reformulation
2. Matching with Term Dependency Model
3. Matching with Translation Model

4. Matching with Topic Model
5. Matching with Latent Space Model

A Summary
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Query Reformulation

A Transforming theriginal query to queries
(representations) that can bettanatch with
documents in the sense of relevance

A Also called

I Query transformation
I Query rewriting

I Query refinement

I Query alternation



Query Transformation

« Our focus is on how queries can be
transformed to equivalent, potentially
better, queries
- Queries into paraphrases or “translations”
- Long queries into shorter queries
- Short queries into longer queries

- Queries in one domain to queries in other
domains

- Unstructured queries into structured queries

From Bruce Croft, ECIR 2099




Types of Query Reformulation

type example

spelling error correction mlss singapore — miss singapore

merging face book — facebook

splitting dataset — data set

stemming seattle best hotel — seattle best hotels

SYNOILy1 ny times — new york times

segmentation new work times square — “new york”
“times square”

query expansion wWww — www conference

query deduction natural logarithm transformation —

logarithm transformation
stopword removal\preservation the new year — “the new year” !
paraphrasing how far is sun from ecarth —

distance between sun and earth

L“The new vear” is the title of an American movie, and thus the word “the” 24

should not be removed here, although it is usually treated as stopword.



Problems in Query Reformulation

A Query Reformulation
A SimilarQueryMining
A Blending



Query Reformulation Problem

A Task

I Rewrite original query to (multiple) similar queries
A Challenge

I Topic drift
A Current situation

I In practice, mainly limited to spelling error
correction, query segmentation etc.



Query Reformulation is Difficult

A Depending on the contents of both query and
document

A Except
I Spelling error correction

I Definite splitting and merging: face bodkfacebook
iI5STAYAGS aS3IaYSyullaAazyy



Methods of Query Reformulation

A Generative approach
i{ 2dzZNDS OKFyYyySt Y2 K6ckrzan
g . NADuan® QAWZE WYwmno
A Discriminative approach
ifalE SYy(iNRLER o[ A Su |
i[ 23 tAYSIN Y2RSH h
i Conditional Random Field§@oS i I f o> Y

t &
F T



Conditional Random Field for Query
Reformulation GuoS u f P>

0; — z,
Yi—1 Yi Yi+1
Ti_1 T; Lit1 \IJ
T4

Z(lw Ho(m 1, yi) b (i, 01, )

Pr(y,o|z) =

A e: observed noisy query, e.g., wind@necar
A «:reformulatedquery, e.g., windowsnecare
A - :a sequence obperations

A Learningd (« v s9)

A Prediction:A O CAj ;A (« v )



Operations

Task Operation | Description
Deletion Delete a letter in the word
Spelling Insertion Insert a letter into the word
Correction |Substitution| Replace a letter in the word with
another letter
Transposition Switch two letters in the word
,H'II.DIF l Splitting | Split one word into two words
Splitting -
.‘»-"5.-' f}r.d | Merging Merge two words into one word
Merging oE -
Begin Mark a word as beginning of
phrase
Phrase Middle Mark a word as middle of phrase
Segmentation| End Mark a word as end of phrase
Out Mark a word as out of phrase
Word +s/-s Add or Remove suffix *-s’
Stemming +ed/-ed Add or Remove suflix *-ed’
+ing/-ing | Add or Remove suffix *-ing’
Acmn}jm Expansion | Expand acronym
Expansion :

30



Extended Model

Oi—1,m;_4 0y, ma Oi+1,m; 41
Zi—1,mq_ Zi,m; ?—|—1 i1
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Experimental Results

Pre. Rec. F'1 Acc.
CRF-QR 54.48 | 40.75 | 46.63 | 56.27
Cascadedl | 53.38 | 39.71 | 45.54 | 55.57
Cascaded2 | 53.38 | 39.71 | 45.54 | 55.57
Cascaded3 | 53.38 | 39.71 | 45.54 | 55.57
Cascadedd4 | 53.45 | 39.76 | 45.60 | 55.60
Cascadedd | 53.45 | 39.76 | 45.60 | 55.60
Cascaded6 | 53.45 | 39.76 | 45.60 | 55.60
Generative | 30.46 | 32.95 | 31.66 | 39.10

Data:10,000 o
numan annotators

A Result:

ueries, 6,421 queriggre refined by

extende@RFQRmodel significantly
outperformed the baselines




Similar Query Mining

A Task

I Given clickhrough data for search session data

I Find similar queries or similar query patterns
E.g.ny A new York; distance tween X and\Y
how far is X from Y

A Challenge
I Dealing with noise



Mining of Similar Queries

Click-through data Search session data
ql - -~ dl
—-ql’
q2 < —d2
—gn
qm ~dn - qn’
Similar queries can be found Similar queries can be found
by co-click from users’ query reformulations

34



Methods of Similar Query Mining

A Using clickhrough data
it SFNAR2Y O2NNBflIOGA2Yy O2STTFTA
i Agglomerative clusterin@@eefermars . dzNB SNE C
DBScam 2 Sy Su -imdarBBaefnmMinSa YS O
vdzZSNE auNBIY OfdzauSNAY 3 o/
A Using search session data
i Jacaardi A YA T I NAG& 61 dzZ-y3 Sia | f
SuU It ®dX Wnco
A Learning of query reformulation patterns
i Mining natural language question patteri$ueS i | f @
A Learning of query similarity
i vdzZSNE AAYATf I NAGE A YSUNRO



Query Similarity as Metric Learning
0-dz g -dzzZ Qwm

A Given similar query pairs and dissimilar query p

A Learn from head queries amqtopagate to tail
gueries

A Objective function:

. Z o(q:)" M d(q5)
M=0 Ses, V@) Me(a)v/ é(q;)" Mé(q;)

aianes. V(@) M(a:)\/ d(g5)" M(g;)



Query Similarity as Metric Learning

A %1 : N-gram vector space

Query

Vectors in n-gram vector space

(ny,new,york,times,ny times,new york,. .. )

NY times

(1, 0, 0, 1, 1, 0,

New York times

0, 1, 1, I, 0, L, ...

A Learned similarity function (M is positive semi

definite)

stm(o(qi), ¢(q:))

(q:) Mo(q;)

\/rfﬁ(qi)Tﬂfgh(qi) \/f.f'?‘((}j )Tﬂfﬁf}(qj)

37



Query Similarity as Metric Learning

A Interpretation: transformation between
gram spaces

A 'y
NY

NY Times .~ \ NY
.

~'New York

> — .
% NY Times
Times  New York Times Times New York Times



Experimental Results
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A Constantlyoutperformsthe two baselines on
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Blending Problem

A Steps
I Rewrite original query to multiple similar queries
I Retrieve with multiple queries
I Blend results from multiple queries

A Challenges
I System to sustain searches with multiple queries

I Blending model: matching scores are not
comparable across queries



Blending

input
query retrieved
v
documents
Michael Jordan >
similar ]
. re-ranking
queries >
v retrieved
Michael I. Jordan documents
Michael Jordan NBA >

Michael Jordan Berkeley

41



Methods of Blending

A Linear combinationueS 4 | f &3 Wn
Al SIENYAY3I 02 NIyl o0{K*¢
AYSNY St YSUK2R&a 062dz S

42



Kernel Method for Blending
02dz Su |t o2
A Given query similarity and document
similarity
AG{ Y220KAY 3 [dzZSNE | yR
by those of similar queries and documents

A Interpretation: nearest neighbor in space of
guery and document pair (double KNN)

A Automatically learning the weights of
combination from clicidata



Learning of Matching Model

A Matching function™@ot) (¢ (P (W)-
A Input; training dataY {(cwho)h }

A Output: matching function

A Optimization

LEE (@of)fi) m(9



Learning of Matching Model Using
Kernel Method

A Assumption: space of matching functions is RKH.
generated by positive definite kern&b] &



Kernel Method

Query-document pair space

Document space

—)‘-\\

d]’

Matching
kir(q, d) _
k(g d Hilbert spac
kp(d, d

Hilbert space
kola. q)

Similarity Functions 46



Implementation: Learning of BM25

A BM25: similarity function between query and document, denotedxas
A Kernel:

Ol e Q@ Q@M E)Q B h)
A Solution (called Robust BM25)

~ ~

Q Q ) | oM ()



