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Outline of Tutorial

ÅSemantic Matching between Query and Document

ÅApproaches to Semantic Matching

1. Matching by Query Reformulation

2. Matching with Term Dependency Model

3. Matching with Translation Model

4. Matching with Topic Model

5. Matching with Latent Space Model

ÅSummary
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A Good Web Search Engine

ÅMust be good at 

ïRelevance

ïCoverage

ïFreshness

ïResponse time

ïUser interface

ÅRelevance is particularly important

4



Query Document Mismatch Challenge
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Why Query Document Mismatch Happens?

ÅSearch is still mainly based on term level 
matching 

ÅSame intent can be represented by different 
queries (representations) 

ÅQuery document mismatch occurs, when 
searcher and author use different terms 
(representations) to describe the same concept

6



Same Search Intent
Different Query Representations

7



Same Search Intent
Different Query Representations
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Sematic Matching

ÅReason for mismatch: language understanding 
by computer is hard, if not impossible

ÅA more realistic approach: avoid understanding 
and conduct matching
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Aspects of Sematic Matching

ÅMore aspects of the query and document can 
match, more likely the query and document are 
relevant
ïForm: onecarĄ onecare

ïPhrase: άƘƻǘ ŘƻƎέ ĄάƘƻǘ ŘƻƎέ

ïSense: NY ĄNew York

ïTopic: Microsoft Office ĄMicrosoft, PowerPoint, 
²ƻǊŘΣ 9ȄŎŜƭΧ 

ïStructure: how far is sun from earth Ą distance 
between sun and earth
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Semantic Matching in Search
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Query Understanding
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Document Understanding
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Query Document Matching
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Semantic Matching and Semantic Search
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Matching and Ranking

ÅIn search, first matching and then ranking

ÅMatching results as features for ranking

Matching Ranking

Prediction Matching degree 
betweenone query 
and one document

Ranking a list of
documents

Model ὪήȟὨ ὪήȟὨȟὨȟỄȟὨ

Challenge Mismatch Correct ranking on 
the top
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Semantic Matching in Other Tasks

17



Learning to Match

training data

test data

Learning 
System

ModelὪὼȟώ

Matching 
System
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Challenges

ÅHow to leverage relations in data and prior 
knowledge 

ÅHow to scale up 

ÅHow to deal with tail 
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Approaches to Semantic Matching 
Between Query and Document 

ÅMatching by Query Reformulation 

ÅMatching with Term Dependency Model 

ÅMatching with Translation Model 

ÅMatching with Topic Model 

ÅMatching with Latent Space Model
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Query Reformulation

ÅTransforming the original query to queries 
(representations) that can better match with 
documents in the sense of relevance

ÅAlso called

ïQuery transformation

ïQuery re-writing

ïQuery refinement

ïQuery alternation
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Types of Query Reformulation
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Problems in Query Reformulation

ÅQuery Reformulation

ÅSimilar Query Mining

ÅBlending
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Query Reformulation Problem

ÅTask

ïRewrite original query to (multiple) similar queries

ÅChallenge

ïTopic drift

ÅCurrent situation 

ïIn practice, mainly limited to spelling error 
correction, query segmentation etc.
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Query Reformulation is Difficult

ÅDepending on the contents of both query and 
document

ÅExcept

ïSpelling error correction

ïDefinite splitting and merging: face book Ąfacebook

ï5ŜŦƛƴƛǘŜ ǎŜƎƳŜƴǘŀǘƛƻƴΥ άƘƻǘ ŘƻƎέ
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Methods of Query Reformulation

ÅGenerative approach

ï{ƻǳǊŎŜ ŎƘŀƴƴŜƭ ƳƻŘŜƭ ό.Ǌƛƭƭ ϧ aƻƻǊŜΣ ΩллΤ Cucerzan
ϧ .ǊƛƭƭΣ ΩлпΤ Duanϧ IǎǳΣ Ψмлύ

ÅDiscriminative approach

ïaŀȄ ŜƴǘǊƻǇȅ ό[ƛ Ŝǘ ŀƭΦΣ Ψлсύ

ï[ƻƎ ƭƛƴŜŀǊ ƳƻŘŜƭ όhƪŀȊŀƪƛ Ŝǘ ŀƭΦΣ ΩлуΤ ²ŀƴƎ Ŝǘ ŀƭΦΣ Ψммύ

ïConditional Random Fields (GuoŜǘ ŀƭΦΣ Ψлуύ
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Conditional Random Field for Query 
Reformulation (GuoŜǘ ŀƭΦΣ Ψлуύ

Å●: observed noisy query, e.g., window onecar
Å◐: reformulated query, e.g., windows onecare
Å▫: a sequence of operations
ÅLearning: ὖ◐ȟ▫ȿ●

ÅPrediction: ÁÒÇÍÁØ◐ȟ▫ὖ◐ȟ▫ȿ●

CRF CRF-QR
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Operations
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Extended Model
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Experimental Results

ÅData: 10,000 queries, 6,421 queries were refined by 
human annotators

ÅResult: extended CRF-QR model significantly 
outperformed the baselines
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Similar Query Mining

ÅTask

ïGiven click-through data for search session data

ïFind similar queries or similar query patterns
E.g., nyĄ new York; distance tween X and Y Ą
how far is X from Y

ÅChallenge

ïDealing with noise
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Mining of Similar Queries
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Methods of Similar Query Mining

ÅUsing click-through data
ïtŜŀǊǎƻƴ ŎƻǊǊŜƭŀǘƛƻƴ ŎƻŜŦŦƛŎƛŜƴǘ ό·ǳ ϧ ·ǳΣ Ψммύ
ïAgglomerative clustering (Beefermanϧ .ǳǊƎŜǊΣ ΩллύΣ 

DBScanό²Ŝƴ Ŝǘ ŀƭΦΣ ΩлмύΣ Y-means (Baeza-¸ŀǘŜǎ Ŝǘ ŀƭΦΣ ΨлпύΣ 
vǳŜǊȅ ǎǘǊŜŀƳ ŎƭǳǎǘŜǊƛƴƎ ό/ŀƻ Ŝǘ ŀƭΦΣ ΩлуΤ [ƛŀƻ Ŝǘ ŀƭΦΣ Ψмнύ

ÅUsing search session data
ïJacaardǎƛƳƛƭŀǊƛǘȅ όIǳŀƴƎ Ŝǘ ŀƭΦΣ ΩлоύΣ ƭƛƪŜƭƛƘƻƻŘ Ǌŀǘƛƻ όWƻƴŜǎ 
Ŝǘ ŀƭΦΣ Ψлсύ

ÅLearning of query reformulation patterns
ïMining natural language question patterns (XueŜǘ ŀƭΦΣ Ψмнύ

ÅLearning of query similarity
ïvǳŜǊȅ ǎƛƳƛƭŀǊƛǘȅ ŀǎ ƳŜǘǊƛŎ ƭŜŀǊƴƛƴƎ ό·ǳ ϧ ·ǳ Ψммύ
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Query Similarity as Metric Learning
ό·ǳ ϧ ·ǳΣ Ωммύ

ÅGiven similar query pairs and dissimilar query pairs

ÅLearn from head queries and propagate to tail 
queries

ÅObjective function:
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Query Similarity as Metric Learning

Å‰ή: N-gram vector space

ÅLearned similarity function (M is positive semi-
definite)
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Query Similarity as Metric Learning

ÅInterpretation: transformation between n-
gram  spaces
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Experimental Results

ÅConstantly outperforms the two baselines on 
rare queries

Precision of similar query calculation methods on rare query
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Blending Problem

ÅSteps

ïRewrite original query to multiple similar queries

ïRetrieve with multiple queries

ïBlend results from multiple queries 

ÅChallenges

ïSystem to sustain searches with multiple queries 

ïBlending model: matching scores are not 
comparable across queries 
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Blending
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Methods of Blending

ÅLinear combination (XueŜǘ ŀƭΦΣ Ψлуύ

Å[ŜŀǊƴƛƴƎ ǘƻ Ǌŀƴƪ ό{ƘŜƭŘƻƴ Ŝǘ ŀƭΦΣ Ψммύ

ÅYŜǊƴŜƭ ƳŜǘƘƻŘǎ ό²ǳ Ŝǘ ŀƭΦΣ Ψммύ
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Kernel Method for Blending
ό²ǳ Ŝǘ ŀƭΦΣ Ωммύ

ÅGiven query similarity and document 
similarity

Åά{ƳƻƻǘƘƛƴƎ ǉǳŜǊȅ ŀƴŘ ŘƻŎǳƳŜƴǘ ǎƛƳƛƭŀǊƛǘȅέ 
by those of similar queries and documents

ÅInterpretation: nearest neighbor in space of 
query and document pair (double KNN)

ÅAutomatically learning the weights of 
combination from click-data
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Learning of Matching Model

ÅMatching function: Ὧὼȟώ • ὼȟ• ώ ꞊

ÅInput: training data Ὓ ὼȟώȟὶ

ÅOutput: matching function

ÅOptimization

ÍÉÎ
fiɴ

ρ

ὔ
ὰὯὼȟώȟὶ ɱὯ
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Learning of Matching Model Using 
Kernel Method

ÅAssumption: space of matching functions is RKHS 
generated by positive definite kernel Ὧȡὢ
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Kernel Method
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Implementation: Learning of BM25
Å BM25: similarity function between query and document, denoted as Ὧ

Å Kernel: 

Ὧ ήȟὨȟήȟὨᴂ Ὧ ήȟὨὯ ήȟήὯ ὨȟὨ Ὧ ήȟὨ

Å Solution (called Robust BM25)

Ὧ Ὧ ήȟὨ Ὧ ήȟήὯ ὨȟὨ Ὧ ήȟὨ
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