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Abstract—Sentiment analysis is a hard problem, while multilingual sentiment analysis is even harder due to the different expression styles in different languages. Although many methods for multilingual sentiment analysis have been developed in the open literature, most of them suffer from two major problems. The first is their excessive dependence on external tools or resources (e.g., machine translation systems or bilingual dictionaries), which may not be readily obtained, especially for minority languages; The second is conflictive sentiments, i.e., the sentiment polarity of some parts of a text is inconsistent with its overall sentiment polarity. It is observed that in a product or service review there usually exist a few sentences which play a more important role in determining its sentiment polarity, as compared to others. Therefore, differentiating key sentences from trivial ones may be helpful to improve sentiment analysis. Inspired by this observation in this paper we propose a novel framework to estimate the sentiment polarity of reviews by virtue of opinion lexica and key sentences automatically extracted from unlabelled data. This framework cannot only overcome the problem of excessive dependence on external resources, but also is able to capture the overall sentiment polarity of reviews. Experimental results on realistic review datasets demonstrate that the proposed framework is effective and competitive with the representative baselines.

I. INTRODUCTION

Sentiment analysis [10] aims to automatically identify the sentiment polarity of given texts, which has broad applications, including recommendation systems [23], sentiment summarization [7], opinion retrieval [17], and so on. Given the explosively growing number of online reviews in different languages, multilingual sentiment analysis has recently attracted a great deal of attention from both academia and industries [3], [8], [16], [26]. According to the resources employed, existing methods for multilingual sentiment analysis can basically be categorized into two types, namely, machine-translation-based methods and bilingual-dictionary-based methods.

Machine translation (MT) has been widely employed in cross-language related work. For example, it is often used to translate the labelled data in a source language into a target language [2], [4], [25]. However, such machine-translation-based methods are confronted with three problems: First, they are inefficient when dealing with massive data; Second, current MT systems are not powerful to achieve accurate results. Particularly, they usually generate one best translation, which may not be suitable for the situation at hand; Third, the models used in statistical MT rely on a set of characteristics observed on training examples, but large-scale bilingual parallel corpora for a specific domain are not available in some cases.

Utilizing bilingual dictionaries [12] in multilingual sentiment analysis could be effective as the methods using a high-quality MT system [19], [22]. Bilingual dictionaries cannot only reduce workload for labelling data, but also allow one integrating various term weighting and selection methods. However, comprehensive bilingual dictionaries may not be always available, especially for minority language pairs, while generating a bilingual dictionary is difficult and laborious.

In addition to the above issue of resource dependency, another grand challenge of multilingual sentiment analysis is sentiment analysis itself. Sentiment analysis is a hard problem, because many reviews are sentimentally ambiguous for many reasons. For instance, objective statements interleaved with subjective statements can be confusing for learning methods, and subjective statements with conflictive sentiments further make sentiment analysis more complicated [29]. Take a book review for example:

This book is beautiful.

Zusak’s novel, set in a small town outside Munich during World War II, chronicles the story of Liesel Meminger, a German girl taken into Hans Huberman’s household as a foster child. As likeable as she is well-developed, it’s amazing to watch a young girl like that remain so strong in the face of human tragedy, impossible hatred......

Here, the reader describes the trivial plot using negative words such as “war” and “tragedy”. But, s/he enthusiastically expresses that s/he likes the book at the beginning of the review. In this case, the overall sentiment polarity of the review is positive, but is apt to be labelled as a negative one if all sentences are treated equally. In the case of multilingual sentiment analysis where the different expression styles in different languages and cultures are considered, the conflictive sentiments problem becomes more difficult.

To solve the above problems, in this paper we propose a novel multilingual sentiment analysis framework. In the proposed framework, no manually labelled corpus is needed and all extracted information is domain-dependent. In general, the contributions of this study can be summarized as follows:

1) We propose a statistical method for opinion lexicon extraction based on a few seed words, which can be easily transplanted to almost any language and does not need to refer to synonyms and antonyms dictionaries;
2) On the basis of the extracted opinion lexicon, we propose a key sentence extraction method for capturing the overall opinion of reviews, which solves the problem of conflictive sentiments;
3) We further propose a Self-Supervised Learning (SSL) method for sentiment classification, which combines unsupervised and supervised techniques together by virtue of the above extracted opinion lexicon and key sentences;
4) Finally, extensive experiments on multilingual datasets in different domains well demonstrate the effectiveness of the proposed methods.

The rest of this paper is organized as follows. Section II introduces related work. Section III describes in detail the proposed framework and methods for multilingual sentiment analysis. In Section IV, experimental results are presented and analyzed. Finally, the paper is concluded in Section V.

II. RELATED WORK

In this section, we make a brief introduction to related studies on multilingual sentiment analysis. We first present traditional monolingual sentiment analysis and then introduce pilot studies on multilingual sentiment analysis. Finally, we review related work on opinion lexicon mining.

A. Monolingual Sentiment Analysis

Sentiment analysis aims to identify the sentiment polarity of given texts, such as, reviews, blogs, and microblogs, etc. According to the training mode, the existing methods for sentiment analysis can be roughly categorized into two types, namely, supervised methods and unsupervised methods.

Supervised methods usually regard polarity identification as a classification task and use a labelled corpus to train a sentiment classifier. For instance, Pang et al. [18] conducted polarity classification of reviews using Support Vector Machines, Naïve Bayes and Maximum Entropy classifiers. Gamon [11] demonstrated that using large feature vectors in combination with feature reduction, high accuracy can be achieved in even very noisy data of customer feedback. Koppel and Schler [14] used neutral reviews to help improve the classification of positive and negative reviews.

Unsupervised methods usually conduct sentiment classification using a sentiment lexicon. Turney and Littman [24] estimated the sentiment polarity of a review by the average semantic orientation of its phrases that contain adjectives or adverbs. Zagibalov and Carroll [30] described an automatic seed word selection method for unsupervised sentiment classification of product reviews in Chinese. Qiu et al. [21] used a lexicon-based iterative process to iteratively enlarge an initial sentiment dictionary, but they started with a much larger HowNet Chinese sentiment dictionary as the initial lexicon.

In general, monolingual sentiment analysis methods are often dependent on external resources, whilst these resources are unbalanced among different languages. Therefore, traditional monolingual sentiment analysis methods are usually not appropriate for multilingual sentiment analysis.

B. Multilingual Sentiment Analysis

Several pilot studies have been carried out for multilingual sentiment analysis [8], [16], [19], [25], [26]. Existing approaches usually rely on machine translation systems, parallel corpora or labelled data. For instance, Wan [25] applied a co-training method to leverage resources from both source and target languages, where an online translation service was used to translate labelled English reviews into Chinese and unlabelled Chinese reviews into English. These translation-based methods are over dependent on machine translation tools. Michalea et al. [16] discussed different shortcomings of a lexicon-based translation scheme and proposed to use a parallel corpus to train a new classifier. However, building a parallel corpus is time-consuming and a parallel corpus may be scarce for some language pairs especially for minority languages. Shi et al. [22] transferred classification knowledge by translating model features and using an expectation maximization algorithm to automatically learn feature translation probabilities from labelled text in a source language and unlabelled text in a target language. Unlike the above work, the framework proposed in this paper is self-supervised, requiring no external resources. What it needs are unlabelled corpora of the target language and a few seed words.

C. Opinion Word Mining

Extensive studies have been conducted on sentiment analysis at word level. Wiebe [28] and Wiebe et al. [27] proposed an approach to find subjective adjectives using the results of word clustering according to their distributional similarity. However, they did not analyze the sentiment polarities of the found subjective adjectives. Qiu et al. [20] proposed a bootstrapping method to extract target and opinion words using a dependency parser and a translation model. However, external tools and resources such as dependency parsers are available only for a handful of languages, which confines the applicability of these approaches. In addition, Hassan and Radev [13] applied a Markov random walk model to a large word graph where words are connected if they occur in the same WordNet synset. However, the dictionary-based methods are unable to find domain-dependent opinion words, because most entries in dictionaries are domain-independent.

In general, most related work on opinion lexicon extraction heavily relies on advanced Natural Language Processing (NLP) tools (e.g., syntactic parsers [20], search engines [24]) or broad-coverage external resources (e.g., WordNet [9], [13]). Moreover, these methods are designed to work well in a single language and are difficult to be transplanted to other languages [5], as resources of different languages are unbalanced in terms of both quality and quantity. Unlike these existing methods, in this paper we focus on mining opinion words from corpora with few resources and tools, which is both domain- and language-independent.

III. THE PROPOSED APPROACH

As aforesaid, there are two major problems in multilingual sentiment analysis, namely, excessive dependence on external resources and conflictive sentiments. In order to solve these problems, we propose a simple and cost-efficient framework for multilingual sentiment analysis, as shown in Figure 1, which can be divided into three key components.
A. Opinion Lexicon Extraction

An opinion lexicon is a list of opinion words, such as good and poor, along with sentiment polarities. Traditional methods for extracting opinion lexica rely on language-dependent NLP tools (e.g., POS tagger), external resources (e.g., WordNet), or labelled data. In this paper, we will extract opinion lexica from unlabelled data using heuristic information among different languages.

It is known that for any language there are adverbs of degree. In this paper, we adopt only two adverbs of degree to extract opinion words. The first one is very in English and the corresponding words in other languages, for example, très in French. This kind of adverb is frequently used to modify the degree of opinion words. The second word is highly in English. In this paper, most opinion words are extracted by the first adverb of degree very, while the second adverb of degree highly plays an auxiliary role to recall more opinion words. For non-English language, the two words are obtained by translating very and highly via Google Translate.

The process of opinion word extraction is quite straightforward. Take English for example, we first extract a candidate opinion word, denoted as \( w_i \), according to two patterns, “very \( w_i \)” and “highly \( w_i \)”. Next, we remove stop words from the candidates of opinion words. Here, stop words are identified according to their high frequency in the data for each language. Finally, we adopt the remained words that appears more than once as opinion words. Note that as online reviews are complex and diverse, the words that only appear once are likely to be noise.

Next, we need to identify the sentiment polarity of each extracted opinion word. In this paper, the process follows two steps. First, for a given domain, an initial polarity is assigned to each opinion word according to the polarity information of its K Nearest Neighbors (KNN). Since only a few seed words are used, we apply an iterative KNN strategy to propagate their polarity to all the other words. Here, the similarity between two words is measured by Pointwise Mutual Information (PMI), which is wildly used in the NLP field:

\[
\text{sim}(o_i, o_j) = \log \frac{p(o_i, o_j)}{p(o_i)p(o_j)},
\]

where \( p(o_i, o_j) \) is the probability of words \( o_i \) and \( o_j \) co-occurring in the same sentence, \( p(o_i) \) and \( p(o_j) \) are the probabilities of words \( o_i \) and \( o_j \) occurring in any sentence, respectively. Second, the polarity of an opinion word is refined by a voting rule upon multiple domains. The underlying idea is that when we have little prior knowledge of the target language, it may be reasonable to try multiple domains in hope of that combining their initial results would lead to good performance.

In the voting process, in order to refine the sentiment polarity of an opinion word in a domain, two auxiliary domains are involved for voting. That is to say, if we want to refine the sentiment polarity of an opinion word in a domain, the initial polarity information of this word in other two domains is taken into account. Specifically, for an opinion word, the voting results can be summarized into three cases:

1) The initial polarities in all the three domains are the same.

---

Fig. 1. The schematic diagram of the proposed framework for multilingual sentiment analysis.
2) The initial polarities in the two auxiliary domains are the same, but different from that in the domain at hand.
3) The initial polarity in the domain at hand is the same as that in one auxiliary domain, but different from that in the other one.

In Cases 1 and 3, the polarity of the main domain is confirmed. Since the polarity of an opinion word is actually domain-dependent, even if its initial polarity in the domain at hand is different from those in the two auxiliary domains, it may still be appropriate for that domain. Therefore, in Case 2 we do not simply change the polarity of the opinion word in the domain at hand to the one in the two auxiliary domains in order to prevent from ignoring its domain-dependent property. Instead, we need to further judge its sentiment polarity by comparing its polarity score (see Equation (3)) in the given domain to those in the auxiliary domains. In more detail, if its polarity score in the given domain is greater than the sum of the polarity scores in the auxiliary domains, its initial polarity in the given domain is confirmed. Otherwise, it is changed to the one in the auxiliary domains. We have experimentally verified that the above voting rule improves the polarity assignment precision especially for the general (i.e., domain-independent) opinion words, while for domain-dependent opinion words the above re-confirmation mechanism prevents polarity modification from over-correction.

B. Key Sentence Extraction

As we mentioned before, one challenge for document-level sentiment analysis is that not every part of a review is equally informative for inferring its sentiment polarity. Generally, the polarity of a review mainly depends on the overall evaluation of the reviewer rather than the details about some specific aspects. Therefore, for a given review, we hope to extract the most important sentences that express the overall sentiment or attitude of the reviewer. It should be pointed out that key sentence extraction in this paper is different from sentiment summarization [1], [15] in two aspects: First, sentiment summarization aims to generate a summary that well represents the overall sentiment of a set of documents, while key sentence extraction in this paper intends to select sentences from a single document that well express the overall sentiment polarity of the author; Second, a sentiment summary is subject to predefined length constraints. But, there is no length constraint for key sentence extraction.

Next, before elaborating on the details of the key sentence extraction approach, we first explore the characteristics of key sentences from multiple perspectives. First of all, from the position perspective, we have observed that key sentences are usually located in the beginning or the end of a review; Second, from the content perspective, key sentences often have stronger sentiment polarity than trivial sentences; Finally, from the representation style perspective, key sentences may contain some conclusive words or phrases, such as, “overall” and “in general”. Consequently, in the key sentence extraction algorithm, we carefully take these features into account by designing three feature functions, respectively. The overall score of any sentence is the sum of the values calculated based on the three feature functions. The corresponding algorithm is simple and can be extended to the cases with more features. In what follows, we present the three feature functions.

- Position Feature Function: It is observed that a sentence at the beginning or the end of a review is more likely to be a key one than those in the middle. Therefore, the position feature function should reward sentences at both ends of the document. Intuitively, the curve of a Gaussian probability density function is bell-shaped, and its negative form may fit with the characteristic of the position function. Therefore, given a sentence, \( s \), its position feature function is defined as a negative Gaussian probability density function, namely,

\[
f_1(s) = \frac{-1}{\sqrt{2\pi}\sigma} e^{-\frac{(len-s)^2}{2\sigma^2}} \quad (1 \leq s \leq len),
\]

where \( \mu \) is the mean (location of the peak), \( \sigma \) is the standard deviation, \( len \) is the length (i.e., the number of sentences) of a review. In the experiments in Section IV, \( \mu \) is set to \( len/2 \) and \( \sigma \) is set to 1.

- Content Feature Function: As key sentences should have strong and clear sentiment polarity, the content feature function is defined as

\[
f_2(s) = \frac{\sum_{t \in s} \text{opinion_lexicon}(t)}{\sum_{t \in s} \text{opinion_lexicon}(t)}
\]

where \( \text{opinion_lexicon}(t) \) denotes the sentiment polarity of word \( t \) in sentence \( s \), if it is an opinion one. Specifically, if \( t \) is a positive word, \( \text{opinion_lexicon}(t) = 1 \); if \( t \) is a negative word, \( \text{opinion_lexicon}(t) = -1 \); otherwise, \( \text{opinion_lexicon}(t) = 0 \). Here, the opinion lexicon used is acquired by the method described in Section III-A. It can be seen from Equation (3) that a sentence that contains opinion words of the same polarity has a high absolute sentiment score, whilst a sentence with mixed polarity words or no polarity words has a low absolute sentiment score.

- Representation Style Feature Function: This function is actually the accumulation of conclusive expressions, defined as

\[
f_3(s) = \sum_{t \in s} \text{conclusive_expressions}(t),
\]

where \( \text{conclusive_expressions}(t) \) denotes if \( t \) is a conclusive snippet in a sentence. Here, a snippet is a single word or a string of words that is split by punctuations in a sentence. For example, the sentence, “Overall, I love this book!” has two snippets, “over-all” and “I love this book”. In the experiments, all conclusive expressions are acquired by a statistical technique rather than manual collection. Two psycholinguistic and psychophysical experiments showed that in order to efficiently extract polarity of written texts, one should concentrate computational efforts on messages in the final position of the text [6]. Therefore, we extract the conclusive expressions from the last sentences of all documents in the whole corpus.
We first calculate the frequency of all snippets in all the last sentences. Those frequently used snippets in the last sentences are likely to be conclusive expressions. We then choose the snippet whose frequency is beyond a pre-defined threshold into the list of conclusive expressions.

Upon these feature functions, we select the top \( N \) sentences with the highest values, namely, \( f_2(s) + f_2(s) + f_2(s) \), as key sentences. Note that if the number of sentences in a review is less than \( N \), all the sentences are considered as key ones. In Section IV-B3, we will particularly examine the impact of the number \( N \) of key sentences on the performance of the proposed sentiment analysis method.

C. Self-Supervised Learning

As mentioned before, supervised methods usually regard sentiment polarity identification as a classification problem and use a labelled corpus to train a sentiment classifier. In order to reduce the burden of manually labelling data, we propose a Self-Supervised Learning (SSL) method for sentiment classification by combining the strengths of both unsupervised and supervised techniques. In more detail, an unsupervised technique is first employed to label a portion of reviews from the given corpus, where the key sentences of all reviews have been clearly marked; Next, some informative sample reviews with clear sentiment polarities are selected, based on which we train a supervised classifier for multilingual sentiment classification.

In this SSL method, informative sample reviews are selected according to the clarity of their sentiment polarities using the extracted opinion lexicon. It is obvious that, for a review \( d \), the larger the difference between the number of positive words, denoted as \( T^P(d) \), and the number of negative words, denoted as \( T^N(d) \), the more confident we are about its sentiment polarity. However, the difference between \( T^P(d) \) and \( T^N(d) \) is significantly affected by the length of the review. It is often the case that the longer the review, the larger its \( T^P(d) \) or \( T^N(d) \), and thus the larger the difference between its \( T^P(d) \) and \( T^N(d) \). Therefore, we adopt the normalized absolute difference between \( T^P(d) \) or \( T^N(d) \) as the criterion function for selecting sample reviews in order to avoid the effect of the length of different reviews:

\[
\text{InfRev}(d) = \frac{|T^N(d) - T^P(d)|}{T^P(d) + T^N(d)}. \tag{5}
\]

IV. EXPERIMENTAL VALIDATION

In this section, we validate the proposed framework and methods via extensive experiments. Specifically, we first investigate the validity of the method for identifying the sentiment polarity of opinion words. Next, we examine the effectiveness and performance of the developed SSL method by applying it to sentiment classification tasks and comparing with four representative baselines. Finally, we study the impact of the number of key sentences on the performance of the SSL method.

A. Experimental setup

1) Datasets and Prior Knowledge: For the purpose of validation, we carried out experiments with multilingual sentiment corpora, including English, French, and German. In order to highlight the domain-specific nature of opinion words, we collect reviews not only from different languages, but also from different domains, namely, books, DVD, and music. The multilingual sentiment corpora are collected from Amazon by Prettenhofer and Stein [19]. The dataset for each domain contains 2000 labelled samples for training, 2000 labelled samples for testing, and a large number of unlabelled samples. Both of the training and testing datasets contain two classes, i.e., the positive and the negative. Table I presents the statistics of unlabelled samples from different domains and different languages.

<table>
<thead>
<tr>
<th>Domain</th>
<th>English</th>
<th>French</th>
<th>German</th>
</tr>
</thead>
<tbody>
<tr>
<td>Books</td>
<td>50,000</td>
<td>32,870</td>
<td>164,930</td>
</tr>
<tr>
<td>DVD</td>
<td>30,000</td>
<td>9,358</td>
<td>91,516</td>
</tr>
<tr>
<td>Music</td>
<td>25,220</td>
<td>15,940</td>
<td>60,392</td>
</tr>
</tbody>
</table>

In the KNN-based algorithm for polarity identification described in Section III-A, we tried different \( K \) values to refine the performance of the algorithm, and finally set \( K \) to 60, with which the algorithm achieves the best result.

For sentiment analysis in English, we selected two positive seed words (good and recommend) and two negative seed words (bad and disappointed) with the highest frequency from the corpora. For other languages, the seed opinion words are obtained through translating the English ones by Google Translate. Table II presents the lists of seed words of all languages, which are the prior knowledge used in the proposed approach.

2) Baselines for Comparison: In the experiments, for the self-supervised learning (SSL) method (see Section III-C) we employ a Naive Bayesian classifier for supervised learning and select top 30 % informatively predicted reviews for training, with which the classifier exhibits the best performance. In order to validate the effectiveness of the SSL method, we compared it with the following four representative baselines:

- Universal Opinion Lexicon (UOL), where the sentiment polarity of a review is estimated by existing universal opinion lexica. For English, the opinion lexicon is collected from an open source\(^1\). For French and German, the opinion lexica are translated from the English one using Google Translate.
- Naive Bayesian (NB), where the sentiment polarity of a review is estimated by a sentiment classifier, which

\(^1\)http://www.wbi.de/research/corpora/webis-cls-10

\(^2\)http://www.keenage.com/html/e_index.html
is trained on manually labelled data by the Naive Bayesian classification method.

- Extracted Lexicon on All Sentences (ELAS), where the sentiment polarity of a review is estimated on all sentences using the extracted opinion lexicon. Specifically, the sentiment polarity is determined by counting the numbers of its positive and negative words. The opinion lexicon being used is extracted from unlabelled data.

- Extracted Lexicon on Key Sentences (ELKS), where the sentiment polarity of a review is estimated only on key sentences using the extracted opinion lexicon.

Among the above four baselines, UOL, ELAS, and ELKS are unsupervised methods, while NB is a typical supervised one.

B. Experimental results

1) Effectiveness of the Voting Rule: In this experiment, we validated the effectiveness of the voting rule for identifying the sentiment polarity of opinion words by evaluating the accuracy of the extracted English opinion lexicon. For the purpose of evaluation, we manually labelled the sentiment polarity of all extracted opinion words, and used them as the reference. In order to highlight the domain-specific nature of an opinion lexicon, we labelled opinion words according to their domain characteristics. Considering the reliability of this labeling process, we invited three annotators to label the semantic orientation (positive or negative) of the same opinion lexicon. For each opinion word, if there is disagreement about the annotated results, the minority is subject to the majority.

**TABLE III. THE ACCURACY OF THE POLARITY ASSIGNMENT OF ENGLISH OPINION WORDS.**

<table>
<thead>
<tr>
<th></th>
<th>Before Voting</th>
<th>After Voting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Books</td>
<td>0.6931</td>
<td>0.8053</td>
</tr>
<tr>
<td>DVD</td>
<td>0.7263</td>
<td>0.7835</td>
</tr>
<tr>
<td>Music</td>
<td>0.7512</td>
<td>0.7708</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>0.7235</strong></td>
<td><strong>0.7665</strong></td>
</tr>
</tbody>
</table>

Table III presents the accuracy of polarity assignment of opinion words before and after voting, respectively. It can be seen in Table II that starting from four frequently used seed words, the proposed method (before voting) for polarity assignment of opinion words achieves acceptable results. When the voting rule is adopted, the accuracy of the English opinion lexicon is further improved by 6.3% on average, which verifies the effectiveness of the voting rule. Note that in the voting process, only in Case 2 the polarity of an opinion word in a domain may be changed, while in other cases it is remained. In more detail, for general (i.e., domain-independent) opinion words their sentiment polarity in the domain at hand is changed to be consistent with that in other two domains, while for domain-specific opinion words their sentiment polarity in the domain at hand remains unchanged. Moreover, we have experimentally found that most opinion words are general and only a small number of opinion words are domain-specific. Therefore, we can conclude that the above improvement mainly benefits from the polarity correction of general opinion words.

2) Sentiment Classification: In this experiment we applied the SSL method to practical sentiment classification in order to evaluate its performance. Specifically, we first studied if the extracted opinion lexicon is effective as compared to a universal opinion lexicon. Next, we examined if the extracted key sentences are helpful for sentiment classification by comparing to the polarity assignment on full texts. Finally, we investigated the effectiveness of the SSL method through comparison with the supervised and unsupervised baselines. Tables IV-VI present the experimental results of sentiment classification in different domains and languages by the SSL method and the four baselines. In these tables, the accuracy of sentiment classification is listed for each method and each domain. In particular, the bottom row of each table presents the accuracy of each method averaged on different domains.

To study the effectiveness of the extracted opinion lexicon in practical sentiment classification, we compared ELAS and UOL. In Table IV, we can see that ELAS consistently outperforms UOL, suggesting that the extracted opinion lexicon is effective. In other words, although the universal opinion lexicon is relatively comprehensive for English opinion words, the lexicon extracted in this paper performs as good as or even better than it. Actually, it has been noted that the polarity of an opinion word may vary from domain to domain. Therefore, extracting an opinion lexicon directly from the given corpus can achieve more satisfactory results. In Tables V and VI, we can see that for both French and German, ELAS outperforms UOL observably, which indicates that the extracted opinion lexica in different languages are all effective.

In order to measure the usefulness of the extracted key sentences in sentiment classification, we compared ELKS and ELAS. From Table IV, for English, we can observe that ELKS outperforms ELAS by performance improvement of 2.03% on average. For French and German, Tables V and VI show that ELKS performs better than ELAS by average improvement of 4.11% and 4.17%, respectively. These observations suggest that key sentences are more confident and concise for identifying the overall sentiment polarity of reviews, while the full text is sentimentally ambiguous due to the interference of detailed statements whose sentiment polarity may be different from that of the whole text. Particularly, the above performance improvement demonstrates two advantages of the key sentence extraction method. First, the concept of key sentences is reasonable and key sentences are useful for dealing with conflictive sentiments; Second, the key sentence extraction method is effective and language-independent.

Finally, we compared SSL with NB and ELKS to investigate its performance and merits. In Table IV, we can see that by combining supervised and unsupervised techniques together, SSL performs better than ELKS by performance improvement of 2.84%. Compared with the supervised baseline, NB, the performance of SSL is also acceptable. From Tables V and VI, it can be noted that the performance of sentiment analysis in French and German is improved by 2.35% and 5.18%, respectively, as compared to ELKS. The improvement for German is more significant than that for French. This is because the scale of German corpora is larger than that of French. For sentiment classification in both English and German, the average performance of SSL is inferior to that of NB. This is reasonable and intuitive, as SSL is completely unsupervised.
and does not use any labelled data. But, they are generally comparable. As far as sentiment classification in French, the results are barely satisfactory, because the unlabelled data in French is the least among the three languages especially for the DVD domain. Although we knew nothing about French and German, we successfully conduct classification through a few seed words and some unlabelled data.

In summary, from the above comparison we noticed that SSL performs better than all the three unsupervised baselines, UOL, ELAS and ELKS, and achieves comparable results with the supervised baseline NB, which well demonstrates its effectiveness and merits as a useful and cost-efficient tool in practical sentiment analysis.

3) Impact of the Number of Key Sentences: This experiment intends to investigate the impact of the number of extracted key sentences in the SSL method on sentiment classification. Specifically, we examined the accuracy of sentiment classification using the SSL method in different domains and languages and with different numbers of key sentences. Figure 2 presents the experimental results, where the accuracy curves of sentiment classification averaged on all domains are also depicted. From this figure, we can find that when the number of extracted key sentences is in the region [1, 3], the SSL method exhibits the best performance. When the number of extracted key sentences further increases beyond this region, its performance monotonically decreases. That is to say, too many key sentences cannot lead to better performance. Actually, more sentences mean more noises that deteriorates the identification of the overall sentiment of a review. Based on this finding, in the above experiments the number of key sentences was set to 2.

V. Conclusions

In this paper, we have proposed a novel multilingual sentiment analysis framework, which contains three specific methods, namely, an opinion lexicon extraction method for extracting opinion words and identifying their sentiment polarities, a key sentence extraction method for extracting key sentences in given texts, and a Self-Supervised Learning (SSL) method, which combines supervised and unsupervised techniques together for training sentiment classifiers. The merits of the proposed framework lie in that no manually labelled corpora is needed and all extracted information is domain-dependent. Finally, extensive experiments on multilingual datasets in different domains have well demonstrated the effectiveness of the proposed framework and methods. Specifically, we have found through comparison with unsupervised and supervised baselines that (1) the proposed SSL method performs better than all the unsupervised baselines; (2) the SSL method is comparable to the supervised baseline based on the Naive Bayesian algorithm. However, as the supervised baseline requires manually labelled corpora, the SSL method is more cost-efficient.
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Fig. 2. The accuracy of sentiment classification using the proposed SSL method in different domains and different languages and with different number of key sentences.


